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Why?!?
What's going on?

The administrator's dilemma

Access to my files
is too slow!

Fix it!
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Key components of a file-server

● Bottlenecks can be located in 
any of the components

● Samba cannot monitor the 
layers above of it

● Samba can and should 
monitor all parts below of it 
and more important: itself

Kernel / File-system

Samba

NIC

TCP/IP Stack
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Large Scale Testing

● simulation of a scale-out home directory 
workload

–  35K concurrent users with light IO 
workload each

–  ramp up of 35 users per second

–  expected stable run after complete ramp 
up of several hours

–  including administrative workloads 
(backup, snapshots, etc.)

● Improvements made

– speed up of winbindd to support ramp-up

– ctdb low level optimizations to lower ctdb 
load (networking, events)

– exchange fcntl locks by robust mutexes to 
resolve kernel bottleneck

35,000 connections,
7,000 per node

stable run for ~7,000 seconds
i.e ~2 hours

ramp up of 35 conn/sec

recovery or similar happened
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Where we started

● some weeks later
● issues start during ramp up at ~12K users
● breakdown at ~30K users

● initial testing
● ramp up only up to ~10K users
● no stable phase at all
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Performance inhibitors
● SMB/CIFS: strict request/response pattern

– Each delay in serving a request immediately affects performance

● Delays can be located in Samba itself
● Delays can also be located outside Samba

– Saturated network

– Saturated disks

– Saturated system resources
● RAM, CPU

– Missing scalability of the kernel in IPC methods
● e.g. fcntl

– Choice of file-system is also important
● Advanced file-system functions like snapshots might cause additional IO 

on the disks (and increased CPU usage of the filesystem itself)
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Potential causes of delay inside Samba stack

● Serving request takes too long
● Wait for IPC resource

– TDB lock

– CTDB

● Currently looking at messages like this
smbd[3494971]:   db_ctdb_fetch_locked for /var/ctdb/brlock.tdb.3 key 
FF5BD7CB3EE3822E024B1725000000000000000000000000 needed 1 attempts, 
16558 milliseconds
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Authentication scalability

● Each NTLM authentication needs a round-trip 
to domain controller

● A Samba server can only reach the 
authentication rate that the DC allows

● Establish multiple connections to allow more 
parallelism



Christian Ambach / Volker Lendecke Samba XP 2013

Identifying bottlenecks

● Sometimes hard to tell why smbd took so long 
to send response

● Tools like perf only show functions that 
consume lots of CPU, but not wall time

● But wall time is what matters for throughput
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Requirements

● Capture data that allows to identify why 
performance is bad

● Use a single tool instead of a whole collection
● Allow collection of overall statistics and also 

statistics per client
● Counters should allow to infer characteristics 

of workload
● Numbers should not only assist Samba 

developers but also normal admins
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Vision

● What we have
– dstat, vmstat, iostat
– atop

– perf, strace

– tcpdump, Wireshark
– ...

● The 1mio € question:
– Where exactly do we 

spend our time, per 
request please

● What we need
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strace

● strace -ttT shows time spent in syscalls
● Large overhead, slows things down
● Best tool to point at kernel and file systems
● Sometimes it shows that Samba is doing silly 

things...
– Case insensitive file name lookup

– gpfs_getrealfilename
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perf

● Great tool to identify 
hot code paths in 
both user- and kernel 
space

● Not suitable to detect 
delays where code 
waits on external 
resource and wall 
time keeps ticking

From samba mailinglist:
53.07%  [kernel][k] hypercall_page 
36.33%  smbd    [.] SHA256_Update

=> High CPU load caused by 
SMB2 signing 

From samba mailinglist:
53.07%  [kernel][k] hypercall_page 
36.33%  smbd    [.] SHA256_Update

=> High CPU load caused by 
SMB2 signing 
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Ltt-ng / IBM lite timers

● Have not looked at it yet in detail, but looking 
at its description it seems promising

● Needs instrumentation of the code
– Can be done using the existing profiling macros

● IBM proprietary library that measures wall time 
spent in functions
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IBM lite timers

● Examples taken while running SpecSFS 2008:
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vfs_time_audit

● monitors all calls in the Samba VFS
● If call takes longer than defined threshold it will 

output a warning message, including 
operation, file and time spent

● Good to detect sporadic hangs or overload 
situations

● As it intercepts all VFS calls, interpretation is 
sometimes difficult (e.g. create_file vs open)
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vfs_iohist

● New module in Christian's performance wip branch
● Mostly finished, will present on samba-technical soon
● Only intercepts VFS calls that are “near” to the filesystem

– open/close

– stat

– read/write/pread/pwrite

– readdir

– unlink

● Records information about
– number of operations and time they took in buckets

– Read/write sizes
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vfs_iohist sample results

RAM disk

USB3 stick with vfat

Ten year old USB2 stick
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perfcount modules

● Bitrot?
● Initially from Isilon
● Not SMB2 aware
● Only work on packets, not requests
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smbd profiling

● Not suitable for modern architectures like NUMA
– single shared memory segment that all processes work on
– leads to cacheline thrashing and high interconnect usage

● No per-client statistics
● Pro: counters already spread all over the code at the 

relevant spots
● Not necessarily in newer code

● Let's revive it!
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Proposed smbd profiling redesign

● Add size and time buckets
– Similar to vfs_iohist

● Use TDB as shared memory, each process has its own 
record and uses mmap to directly write to it
– The TDB can be put into /dev/shm

● Pros of this approach
– allows to collect counters from single connection
– By traversing database, summary can be created as well

● Review / fix existing counters
● Add new ones, e.g. for CTDB interaction
● TDB mutexes are prerequisite for this (they imply mmap) 
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Grandpa talks about the war...

● vfs_preopen
– Media playout: 1 file per HD frame, 60 frames/sec

– open(2) can take 20 milliseconds or more

– vfs_preopen: fork helpers to open and read the next 
10 files -> everything cached

● fcntl:
– strace shows fcntl(F_UNLK) can take seconds – 

WTH is going on??

– Thundering herd in the kernel on a single spinlock

– Robust mutexes to the rescue 
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Questions?

Thank you!
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